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Abstract—Auto-scaling mechanisms are an important line of defense against Distributed Denial of Service (DDoS) in the cloud. Using auto-scaling, machines can be added and removed in an on-line manner to respond to fluctuating load. It is commonly believed that the auto-scaling mechanism casts DDoS attacks into Economic Denial of Sustainability (EDoS) attacks. Rather than suffering from performance degradation up to a total denial of service, the victim suffers only from the economic damage incurred by paying for the extra resources required to process the bogus traffic of the attack.

Contrary to this belief, we present and analyze the Yo-Yo attack, a new attack against the auto-scaling mechanism, that can cause significant performance degradation in addition to economic damage. In the Yo-Yo attack, the attacker sends periodic bursts of overload, thus causing the auto-scaling mechanism to oscillate between scale-up and scale-down phases. The Yo-Yo attack is harder to detect and requires less resources from the attacker compared to traditional DDoS. We demonstrate the attack on Amazon EC2 [4], and analyze protection measures the victim can take by reconfiguring the auto-scaling mechanism.

Index Terms—Cloud attack; Auto-scaling; Denial-of-service attack; Economic-Denial-of-Sustainability attack; Distributed systems security;

I. INTRODUCTION

In the last few years, more and more public and private networks have come to rely on cloud environments and virtualization to provide service while meeting their SLA commitments. One attractive property of the cloud is its support for rapid elasticity – the ability to scale the number of virtual machines up and down according to the load. This scaling can often be configured to occur automatically, according to customer-set thresholds.

The main purpose of the auto-scaling mechanism is to cope with changes in the traffic load. While it is mainly used to cope with predictable changes that arise from known characteristics of the service (i.e., peak hours), it is also recommended as a remedy to cope with unpredictable loads that may arise from flash crowds or even malicious Distributed Denial of Service (DDoS) attacks. Amazon lists the auto-scaling mechanism as one of the best practices for dealing with Distributed Denial of Service (DDoS) [7]. In DDoS, an attacker overpowers the victim with bogus traffic, blocking the service from legitimate users. There are a large variety of DDoS attack types and correspondingly a large variety of defense lines. Auto-scaling mechanisms in particular serve as a defense line against application-level attacks, when the served content is dynamic. 

With a cloud-based operation, the auto-scaling mechanism ensures that a victim can cope with an attack by providing additional resources for handling the extra traffic. This solution, however, comes with an economic penalty, termed Economic Denial of Sustainability attacks (EDoS). The victim needs to pay the cloud infrastructure provider for the extra resources required to process the bogus traffic, resources which provide no real benefit to the victim. However, auto-scaling is regarded as a good enough solution, since it ensures that the service will continue to run with good performance. There is a clear incentive for the cloud provider to market auto-scaling since it benefits from extra income. Moreover, alternative remedies, such as DDoS scrubbers middleboxes or DDoS scrubber cloud services [1], [30], which also cost the victim money, might fail to mitigate the attacks.

In this paper, we show that contrary to the common belief, a shrewd attacker can cause substantial performance damage, up to repeated episodes of total denial of service, on top of the economic damage. We present and analyze the Yo-Yo attack, where the attacker sends periodic bursts of overload, thus causing the auto-scaling mechanism to oscillate between scale-up and scale-down. During the repetitive scale-up process, which takes several minutes and cannot be prevented [20], the cloud service suffers from substantial performance penalty. When the scale-up process is finished, the attacker stops sending traffic, and waits for the scale-down process to start. When the scale-down ends, the attacker begins the attack again, and so on. Overall the cloud service will suffer a substantial performance penalty for almost half the duration of the attack. Moreover, when the scale-up process ends, there are extra machines but no extra traffic. Thus the victim pays for the machines in vain. Notice that these short bursts are harder to detect and also reduce the cost of the attack to the attacker compared to a traditional continuous DDoS attack.

We demonstrate the Yo-Yo attack on the Amazon cloud service under different configurations and analyze the damages. Auto-scaling mechanisms employ one of two common policy...

1TCP DDoS attacks, such as the spoofed SYN-attack [35], are mitigated at the TCP level. In application level DDoS attacks, CDN solutions can help deal with with faked static requests, while the defense line for dynamic content is the auto-scaling mechanism. In Amazon the best practices for DDoS resiliency include the following defense lines: running the CloudFront CDN solution [5] with Route 53 [9] to mitigate DNS DDoS attacks, and the auto-scaling mechanism to cope with dynamic content. The Elastic Load balancer [8] and CloudFront also mitigate TCP level attacks, such as the SYN-attack.

2In the case of dynamic content, most DDoS scrubbers try to find a signature of attacks, which might not exist.
types. The first is the discrete scale policy, which adds one or a few machines at a time, checks whether the problem has been resolved, and if not continues to add machines iteratively. The second is the adaptive scale policy, which tries to estimate the number of machines required to cope with the traffic load and adds them at once. We model the Yo-Yo attack under the two polices. In the discrete scale policy, we show that if the burst in the load is up to $k$ more than the original load, the victim will pay for approximately $\frac{k}{2}$ more machines, and an average extra load on machine will be logarithmic in $k$. In the adaptive model, on the other hand, we show that the economic damage and the extra load are linear with $k$. In a representative use case, this is translated to a requirement of extra $\frac{k}{2}$ machines and the average extra load will be $\frac{k}{2}$. Thus, while under the adaptive auto-scaling policy the system is guaranteed to adapt to the extra load in shorter time, this policy is shown to be more vulnerable than the discrete policy.

The Yo-Yo attack requires the attacker to infer the state of the auto-scaling mechanism of the victim (i.e., whether the system is in the middle of scale-up or scale-down). We show that it is feasible for the attacker to detect the state of the auto-scaling mechanism by sending probe packets that measure the response time. To to best of our knowledge, we are the first to analyze such attacks. We discuss possible defense strategies using the auto-scaling mechanisms. Our work shows a possible explanation for the recently reported behavior of attacks which come in repeated waves.

The remainder of this paper is organized as follows. Section II describes cloud scaling characteristics and existing attacks in the cloud area. Section III presents the Yo-Yo attack in detail. Section IV introduces the related work. In Section V we model the attack, analyze it mathematically and compare it to the DDoS attack. In Section VI we evaluate the Yo-Yo attack and assess the impact of our attack on a real cloud service infrastructure. In Section VII we discuss possible defense strategies. In Section VIII we present our conclusions.

II. CLOUD AUTO-SCALING

Auto-scaling is a cloud computing service feature that automatically adds or removes compute resources depending upon actual usage. Each cloud solution comes with its own auto-scaling engine: Heat in Openstack [27], autoscaler in Google Cloud [12], Azure Autoscale in Microsoft Azure [11] and auto-scaling in Amazon Elastic Compute Cloud (Amazon EC2) [4]. In each of these systems the underlying algorithm lets the cloud customer, referred to in our work as the user, to define a scaling criterion and the corresponding thresholds for overload and underload. In Amazon auto-scaling, which we used in our experiments, the possible metrics for this criterion are CPU utilization, in/out network traffic in bytes, and disk read/write in bytes or operations.

Each user needs to configure rules for performing scale-up and scale-down of the group of machines, as well as the minimum and maximum number of machines allowed. Each scale rule is defined by a threshold, scale interval and action, s.t. if the threshold was exceeded for a duration of the scale interval, the action is performed. We denote by $I_{up}$ and $I_{down}$ the scale interval for scale-up and scale-down actions.

Another important configurable parameter is the scale policy type, which determines how the scaling action is performed: discretely or adaptively. In the discrete policy the number of machines increases or decreases by a fixed, predefined number. If the overload was not resolved the process is continued iteratively. In the adaptive policy the number of machines increases or decreases differentially and is adaptive to the system load.

Google cloud scaling is always adaptive. The user sets the target criterion value, e.g., target CPU utilization of 75%, and the autoscaler makes scaling decisions proportionally and maintains that level without the user having to set rules. It is assumed that Google uses a machine learning algorithm for the adaptive scaling.

In Amazon EC2 the user should specify a configuration for the auto-scaling algorithm. In the adaptive policy the user defines several thresholds for the relevant scaling criterion, and the corresponding number of machines to upload for each threshold. For example, for the CPU utilization criterion, the number of machines to upload if the CPU utilization during the scale interval is above 50% will be different from the number of machines to upload if it is above 80%. Thus, the adaptive policy is more adaptive to the condition of the service; however, it is more complex to configure. In this paper we chose to demonstrate the Yo-Yo attack on Amazon EC2 since it allows us more control over the auto-scaling algorithm. However, we note that we observed similar results in the Google environment.

After a scaling decision is made, it takes time until the machines is ready to function with the appropriate service software. This time is called the Warming time and, we denote it by $W_{up}$. Mao et al. [20] show that this time is between 1 and 13 minutes, depending on the infrastructure provider, OS server, service initialization time and other factors. In the auto-scaling solution for predicted rush-hour, machines can be loaded early in order to avoid the latency of warming time. While this solution is useful in the case of predictable load, it is obviously not applicable to our case of DDoS attacks.

Scaling down, denoted by $W_{down}$, is the time it takes to backup the service and release all the resources. It might be shorter than $W_{up}$, if the service does not have a long backup operation.

Table I summarizes the notation we use throughout the paper.

The auto-scaling policy might influence the autoscaling parameters. We denote by superscript letter ‘d’, the parameters for the discrete policy, and by superscript letter ‘a’ the parameters for the adaptive policy.

3Google autoscaler is a black-box to the user and there is no public information about the algorithm.

4The discrete policy carried out using ‘Simple scaling’ or single step of ‘Step scaling’. The Adaptive policy carried out using multiple steps of ‘Step scaling’.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Configured by</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>Average requests rate per unit time of legitimate clients</td>
<td>Given by system usage</td>
</tr>
<tr>
<td>( m )</td>
<td>Number of machines</td>
<td>System administrator</td>
</tr>
<tr>
<td>( I_{up}, I_{down} )</td>
<td>Threshold interval for scale-up and scale-down</td>
<td></td>
</tr>
<tr>
<td>( W_{up}, W_{down} )</td>
<td>Warming time of scale-up and scale-down</td>
<td>Given by system infrastructure</td>
</tr>
<tr>
<td>( k )</td>
<td>The power of the attack</td>
<td>Attacker</td>
</tr>
<tr>
<td>( n )</td>
<td>Number of attack cycles</td>
<td></td>
</tr>
<tr>
<td>( T )</td>
<td>Cycle duration</td>
<td></td>
</tr>
<tr>
<td>( t_{on}, t_{off} )</td>
<td>Time of on-attack phase and off-attack phase. ( T = t_{on} + t_{off} )</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I: Notation used in the model description

For example, \( I_{d}^{up} \) might be a different value than \( I_{a}^{up} \). Note that \( W_{up} \) and \( W_{down} \) are not influenced by the scaling policy because they depend on the properties of the machine and the application running on it.

Auto-scaling is a defense line against DDoS attacks, which flood a target with fake requests of dynamic content. Nowadays, a cloud environment usually has extensive resources, and dynamic resource allocation, that can handle effectively such attacks.

In order to understand how auto-scaling helps to mitigate DDoS, we use here a very simplified and basic model (see Section V) using the parameters of a medium-size e-commerce web site [29] (see Table II for a summary of the parameter values). We assume the site has, in steady state, an average rate of 10,000 dynamic requests, with 10 machines. We define power of the attack as the extra load per machine during the attack, which in our case is equal to 2. Thus the site is attacked with an additional 20,000 requests (triple the average request rate).

As Figure 1 shows, adaptive scaling action occurred after an interval of \( I_{up} \), and 20 machines were added and ran for the duration of the attack (see Figure 1, top). The system overload was experienced only for the duration of \( I_{up} \) plus \( W_{up} \), until the machines were up and function (see Figure 1,bottom). Figure 2 shows the impact of the same attack on an environment with a discrete policy. Here, the system overload is felt for a longer duration.

Since the cloud services are provided as pay-per-use [17], the services under attack cost more, thus leading to an Economic Denial of Sustainability attack (EDoS)[16]. In our example the user would be requested to pay for almost 20 extra machines for the entire duration of the attack.

### III. Yo-Yo Attack

In the Yo-Yo attack the attacker oscillates between the on-attack phase and the off-attack phase. In the on-attack phase, the attacker sends a burst of traffic that causes the auto-scaling mechanism to perform a scale up. In the off-attack phase, the attacker stops sending the excess traffic. This second phase takes place when the attacker identifies that the scale up

TABLE II: Parameter values of use case example

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>10000 Requests per minute</td>
</tr>
<tr>
<td>( m )</td>
<td>10 machines</td>
</tr>
<tr>
<td>( I_{d}^{up}, I_{d}^{down}, I_{a}^{up}, I_{a}^{down} )</td>
<td>1 minutes, 2 minutes</td>
</tr>
<tr>
<td>( W_{up}, W_{down} )</td>
<td>2 - power of the attack</td>
</tr>
</tbody>
</table>

Fig. 1: DDoS attack on system with adaptive scale policy

Fig. 2: DDoS attack on system with discrete scale policy
Fig. 3: Yo-Yo attack on system with adaptive scaling policy has occurred (all machines are up and the service is fully functional) and continues until the attacker determines that scale down has occurred. Then, the process is repeated and the attacker will be on-attack again.

Figure 3 demonstrates the Yo-Yo attack on an environment with adaptive scaling policy and Figure 4 on an environment with discrete policy on the same use case of a medium-size commercial site (see table II). The attack causes both economic and performance damage. In section V we present a damage analysis model; Figures 3 and 4 are derived from that model.

In the adaptive scaling policy, during the on-attack, after the scale-up interval \((I_{up}^a)\) of 1 minute, all the extra machines are up and the site needs to pay for them, but note that the machines are still not fully functional, since they require an extra two minutes warning time \((W_{up})\). Only then will there be no extra load on the machines, and hence no performance degradation. The attacker will stop sending traffic at this point and the off-attack stage will begin, during which the victim will experience economic damage, until scale-down occurs. Then, the entire process will be repeated.

In the discrete scaling policy, the number of machines increases linearly during the scale-up and decreases linearly during scale-down. In addition, at the beginning of each on-attack phase, the site suffers from substantial performance degradation. Afterwards, the load on the machines drops logarithmically, because the load is distributed over a linearly increasing number of machines.

Clearly, the damage from the attack is partially determined by the ability of the attacker to determine when to switch between the two phases. In subsection VI-A we show how an attacker can estimate the state of autoscaling by sending probe messages to the site and measuring the response time. The attacker can also utilize the fact that some cloud providers, such as Amazon, have default values for these parameters. For now, we simulate the best-case attack from the attacker’s perspective, where we assume the attacker is aware of the scaling parameters and whether the system is scaling up or down.

The attack, as described here, requires some synchronizing between the on-attack and off-attack phases in the case of multiple origins of attack, such as multiple botnets. However, it is clear that low precision synchronization is enough for this attack. Nowadays computers commonly run some basic clock synchronization protocol such as NIST[25] service or NTP[26].

A. Other Variants of the Yo-Yo Attack

In the Yo-Yo attack, the attacker aims to optimize the damage of both economic and performance. We note that there can be other variants of the Yo-Yo attack that optimize only one damage criteria, economic or performance. For example, attacker might choose to inflict only performance damage, by sending during the on-attack phase, bursts with duration smaller than but close to the scale-up interval. Thus scale-up process will not occur, and the only damage will be to performance damage. Similarly, might choose to inflict only economic damage by sending small bursts at frequency high enough to prevent scale down from occurring.

Further discussions of these variants can be found in a technical report [36]. For lack of space we note here only that these variants are hard to launch, since doing so requires more detailed knowledge of the auto-scaling system.

IV. RELATED WORK

Security, and DDoS prevention in particular, are crucial to every computing environment, especially in the cloud [39]. Several recent works and whitepapers [7], [23] recommend auto-scaling as a possible solution to mitigate DDoS attacks especially when dealing with dynamic content. The papers [38], [32] describe how a traditional DDoS attack can be transformed into an Economic Denial of Sustainability attack (EDoS) in the cloud environment.
Several work have tried to mitigate EDoS attacks [33], [10], [18], [22]. Their proposed solutions are focused on classification of the clients and the ability to determine whether the user is legitimate or whether it is a malicious bot. All of these works ignore the effect of the autoscaling mechanism and attacks of the Yo-Yo type.

The Yo-Yo attack can also be seen as a type of Reduction of Quality (RoQ) [15] attack. RoQ attacks aim to keep an adaptive mechanism oscillating between overload and underload conditions. In other areas, it has been shown that many mechanisms, such as load-balancing [14], or even TCP retransmission [19], are vulnerable to such attacks. The Yo-Yo attack is the first to show that the auto-scaling mechanism is vulnerable as well.

There are several papers [3], [2], [34], [37] that discuss how to perform efficient auto-scaling, but they ignore the security vulnerabilities. A brief announcement of this work was presented at [31].

V. ANALYSIS OF YO-YO ATTACK

In this section we analyze the Yo-Yo attack using a simplified model. From the model we gain insight into the attack and the effect of different autoscaling policies. Reader interested only in the outcomes of this model should skip to subsection V-D.

Consider a common setting in Cloud environment that includes identical service machines behind a load balancer. Requests arrive with an average rate of $r$ requests per unit time, and the load balancer distributes them to $m$ machines in the steady state.

The scaling policy configuration contains threshold intervals, denoted $I_{up}$ and $I_{down}$, for the scale-up and scale-down processes, respectively, and warming times, denoted $W_{up}$ and $W_{down}$, respectively. Recall that, we denote by superscript letter ‘d’, parameters for the discrete policy, and by superscript letter ‘a’ the parameters for the adaptive policy.

A. Yo-Yo attack formalization

We model the Yo-Yo attack as $n$ cycles where each cycle duration is $T$ and is comprised of an on-attack period, denoted as $t_{on}$, and an off-attack period, denoted as $t_{off}$. Thus $T$ is equal to $t_{on}$ plus $t_{off}$. Let $k$ be the power of the attack. We assume that in the on-attack period, the attacker adds fake requests $k$ times more than the rate in the steady state (i.e., a total rate of $(k+1) \cdot r$, while in the off-attack period $t_{off}$, the attacker does not send any traffic. See Table I for notation summary.

In order to simplify the analysis, we assume that in order to cope with additional $k \cdot r$ traffic, the auto-scaling will scale up to all additional $k \cdot m$ machines. We also assume the attacker has full knowledge of the autoscaling parameters. Thus the results give an upper bound on the damage from Yo-Yo attacks.

Under the adaptive scaling policy, after the attack has been perpetrated for $I_{up}^a + W_{up}$ time, the scaled up mechanism triggers the addition of $k \cdot m$ machines. Thus, in the adaptive policy the attack would choose: $t_{on}^a = I_{up}^a + W_{up}$ ; and $T^a = I_{up}^a + W_{up} + I_{down}^a + W_{down}$.

Under the discrete scaling policy, every $I_{up}^d + W_{up}$, only one machine is added. Thus the attacker would choose: $t_{on}^d = k \cdot m \cdot (I_{up}^d + W_{up})$; and the total duration of a cycle, including scaling up and scaling down $k \cdot m$ machines is: $T^d = k \cdot m \cdot (I_{up}^d + W_{up} + I_{down}^d + W_{down})$.

B. Damage analysis

We define $D_{p}^{attack}(k)$, the performance damage caused by an attack, DDoS or Yo-Yo, as a function of $k$, the power of the attack, and assess it as the average extra load on a machine in the system during the total attack time. We note that this is a simplified assumption, since due to network protocols (such as TCP and HTTP), the actual impact on client performance is more complicated to analyze. Similarly, we define $D_{e}^{attack}(k)$, the economic damage caused by the attack, and assess it as the average extra machines running in the system for the duration of attack.

We define relative damage as the ratio between the damage following the attack and the corresponding value measured at steady state. We denote $RD_{p}^{attack}(k)$, $RD_{e}^{attack}(k)$ as the performance relative damage and economic damage correspondingly.

From the definition it is clear that in DDoS without auto-scaling, $RD_{p}^{DDoS}(k) = k$ and $RD_{e}^{DDoS}(k) = 0$, i.e., the extra load on each machine is $k$ times the regular load and there is no extra machines. In DDoS with auto-scaling, $RD_{p}^{DDoS}(k) = k$ but $RD_{e}^{DDoS}(k) = 0$. The load is as in the steady state since the solution uses extra $k$ times machine than in the steady state.

1) Yo-Yo attack with adaptive scaling policy: Here all the machines are scaled at once (see Figure 3). Thus the economic damage is:

$$RD_{e}^{YoYoo} = (m \cdot (k+1) - m) \cdot \frac{(T^n - I_{up}^a) \cdot n}{T^n} = k \cdot m \cdot \frac{T^n - I_{up}^a}{T^n}$$

In the general case, with respect to the economic state in the steady-state, the relative economic damage is:

$$RD_{e}^{YoYoo}(k) = k \cdot \frac{T^n - I_{up}^a}{T^n}$$

The performance damage is estimated as the overload on a machine as a result of the attack. In the steady state the load on a machine is $r$ while during the attack the load is $(k+1) \cdot r$. The performance damage is experienced until the machines are running and functioning, i.e., until $I_{up}^a$ plus $W_{up}$.

$$RD_{p}^{YoYoo} = \left( \frac{(r \cdot (k+1) - r)}{m} \right) \cdot \frac{(I_{up}^a + W_{up}) \cdot n}{T^n} = k \cdot \frac{r \cdot (I_{up}^a + W_{up})}{T^n}$$

In the general case, with respect to the load in steady-state, the relative performance damage is:

$$RD_{p}^{YoYoo}(k) = k \cdot \frac{r \cdot I_{up}^a + W_{up}}{T^n} = k \cdot \frac{I_{up}^a + W_{up}}{T^n}$$

In order to simplify the equation of relative damage, here we made the simplified assumption that the scale up and scale down parameters are equal, i.e., $I_{up}^a = I_{down}^a$ and $W_{up} = W_{down}$. Thus, we obtain $RD_{p}^{YoYoo}(k) = k$.
2) Yo-Yo attack with discrete scaling policy: Note that the number of machines increases and decreases linearly (see Figure 4). Thus:

\[
D_{e}^{Y oY o}(k) = \sum_{i=m}^{m(k+1)} \frac{(i-m)}{2} \cdot \left( \frac{I_{up} + W_{up} + I_{down} + W_{down}}{T_{d} \cdot n} \right)
\]

By assigning the value of \( T_{d} \) and normalizing it by the number of machines in the steady state, we obtain:

\[
RD_{e}^{Y oY o}(k) = \frac{k \cdot m \cdot (k \cdot m + 1)}{2} \cdot \frac{1}{m} = \frac{k \cdot m + 1}{2 \cdot m} \approx \frac{k}{2}
\]

During the attack the general load \( r \cdot (k+1) \) is divided on a linearly increasing number of machines. This results in the following a harmonic series:\(^5\)

\[
D_{p}^{Y oY o}(k) = \sum_{i=m}^{m(k+1)} \left( \frac{r \cdot (k+1)}{i} - \frac{r}{m} \right) \cdot \frac{(I_{up} + W_{up})}{(I_{up} + W_{up}) \cdot n} \]

\[
\approx r \cdot ((k+1) \cdot \ln(k+1) - k - \frac{1}{m}) \cdot \frac{(I_{up} + W_{up})}{I_{up} + W_{up}}
\]

In order to simplify the equation of relative damage, we again made the simplified assumption that the scale up and scale down parameters are equal. We then assigning the value of \( T_{d} \) and normalize it by the load on a machine in the steady state, obtaining:

\[
RD_{p}^{Y oY o}(k) \approx \frac{r \cdot ((k+1) \cdot \ln(k+1) - k - \frac{1}{m})}{2k \cdot m} \approx \frac{ln(k+1)-1}{2k}
\]

C. Cost and Potency Analysis

Potency is a metric that measures the effectiveness of DDoS attack and the RoQ attack in particular. It was first defined in [13], as the ratio between the damage caused by an attack and the cost of mounting such an attack. An attacker would be interested in maximizing the potency, i.e., the damage per unit cost.

Specifically, here we define \( P_{e}^{attack}(k) \), the economic potency of an attack, DDoS or Yo-Yo, to be the ratio between the relative economic damage \( RD_{e}^{attack}(k) \) caused by attack with power \( k \) and \( C^{attack}(k) \), the cost of mounting such an attack. I.e. \( P_{e}^{attack}(k) = \frac{RD_{e}^{attack}(k)}{C^{attack}(k)} \). Similarly, we define \( P_{p}^{attack}(k) = \frac{RD_{p}^{attack}(k)}{C^{attack}(k)} \).

We define the cost of an attack as the average power of the attack. Thus, cost of DDoS attack is \( k \) and the cost of Yo-Yo attack is \( C^{Y oY o}(k) = \frac{k}{2} \). We simplified and assume again that values of the scale-up parameters equal to those of the scale-down parameters. Thus, in our analysis \( C^{Y oY o}(k) = \frac{k}{2} \).

Table III summarizes and compares the relative damage and the potency of the DDoS and Yo-Yo attack with different auto-scaling policies.

\(^5\)Note that during \( t_{off} \) the load on the machine is better than in the steady state. This fact is insignificant to our analysis.

D. Discussion

In the discrete scale policy, the victim will pay for approximately \( \frac{k}{2} \) more machines, and an average extra load on each machine will be logarithmic in \( k \). In the adaptive model, on the other hand, the economic damage and the extra load are linear with \( k \).

Figure 5 compares the relative damage as a function of \( k \) for the two auto-scaling policies.\(^6\) Although the adaptive policy responds more quickly to changes, we can see that the relative economic and performance damages are larger for the adaptive policy than for the discrete policy. This is because the greater adaptivity to the load under the former policy is countered by the substantial \( W_{up} \) time during which the user has to pay for all the machines but receives no performance boost.

In Table III, the performance and economic potency values (which is the relative damage divided by cost) show that the Yo-Yo attack is able to do more damage per unit cost than the DDoS attack. Nowadays, the cost of an attack often translates to the real cost of renting an army of botnets. The fact that the Yo-Yo attack is less costly to perpetrate opens the door to attackers who wish to cause harm to larger services.

In order to get some sense of the actual damage inflicted by the Yo-Yo attack, we analyze the results of the representative use case of a medium-size commercial site (see Table II for the parameters of the site). Table IV summarizes our findings. While the Yo-Yo attack can be carried out at half the cost of DDoS attack, the damage with the adaptive policy is 160% more machines as opposed to of 200% more machines in DDoS with autoscaling. Moreover, in DDoS with autoscaling, in the longrun there is no extra load on machine, while in Yo-Yo attack the load on each machine is 100% more comparing to the steady state.

Fig. 5: Relative damage of YoYo attack with different scaling policy as function of the attack’s power.

VI. EXPERIMENTAL EVALUATION

In this section, we show a proof of concept of the Yo-Yo attack on Amazon’s Cloud service and evaluate it.

Our environment in Amazon consists of a simple HTTP server, front-end side stateless without back-end.\(^7\) In our experiment we choose the CPU utilization criterion, and correspondingly implement the http server where each connection

\(^6\)Again we assume that the scale up and scale down parameters are equal

\(^7\)We wanted to evaluate the damage at front-end side without being influenced by damage at back-end side.
TABLE III: Summary of damage and potency in various environments according to the analysis

<table>
<thead>
<tr>
<th>Attack cost</th>
<th>DDoS with autoscaling</th>
<th>Yo-Yo Adaptive policy</th>
<th>Yo-Yo Discrete Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C(k)$</td>
<td>$k$</td>
<td>$\frac{k}{2}$</td>
<td>$\frac{k}{2}$</td>
</tr>
<tr>
<td>Relative Economic Damage $RD_e(k)$</td>
<td>$0$</td>
<td>$k$</td>
<td>$k \cdot \frac{T-I_a^a}{T^a}$</td>
</tr>
<tr>
<td>Relative Performance Damage $RD_p(k)$</td>
<td>$k$</td>
<td>$0$</td>
<td>$\frac{k}{2}$</td>
</tr>
<tr>
<td>Economic Potency $P_e(k)$</td>
<td>$0$</td>
<td>$1$</td>
<td>$\frac{T^{\alpha}-I_{up}^{\alpha}}{I_{up}^{\alpha}+W_{up}}$</td>
</tr>
<tr>
<td>Performance Potency $P_p(k)$</td>
<td>$1$</td>
<td>$0$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

TABLE IV: Use-case analysis

requires high CPU consumption. We use Amazon CloudWatch [6] to monitor our instances and manage the auto-scale group for scale triggers on high or low CPU utilization. In our experiments, we begin with a single machine. In the steady state our http server handles 10 dynamic http requests per second, and in the on-attack phase, our attacker implements an attack with power of attack 4, i.e., adds an additional 40 requests per second.

Under the discrete policy type, we configure scale-up to be performed if CPU utilization is over 50% for 1 minute, and scale-down to be performed if CPU utilization is below 10% for 1 minute.

Under the adaptive policy type we configure scaling with steps, which scales up to 4 machines, when the CPU utilization is for 1 minute in a scale between 50% to 80% and scales down to 1 machines, when CPU utilization is for 1 minute in a scale between 10% to 30%.

Figures 7 and 6 show the number of machines and the response time under adaptive and discrete policies, respectively. The figures clearly show economic damage in both cases, along with an increase in the number of machines, as predicted by the model. Likewise, the response time graphs in both figures are similar in shape to the load per machines graphs produced by our model. Clearly the load on each machine and the response time are correlated. We represent in one plot

Fig. 6: Yo-Yo attack on system with adaptive scale policy

the http error percent 8 and in the other the average response time. Note that our system still suffers from errors after the attack has ended. We speculate that there are two reasons for this behavior: first, it takes the Amazon load balancer time to recover [14], and second, there is an overload of Http retries after the attacker has stopped sending traffic. We want to model these phenomena in the future. We did a similar test with Https, and similar to the findings of [24], the performance degradation increased even further.

Note that even with our small program we measured a warming time of around 3 minutes.

A. Detecting Scale Policy

In this subsection we show how an attacker can approximate the autoscaling state and configuration in order to maximize the damage from the attack.

In order to detect when the scale-up has ended, the attacker can send probe requests and check their response time. Figure

8Http Errors are usually thrown when the server is under heavy load and is able to receive requests but not able to process them.
Fig. 7: Yo-Yo attack on system with discrete scale policy

Fig. 8: Yo-Yo attack on system with adaptive scale up policy and discrete scale down policy

7 shows that the probe requests will suffer from a slow response time and high packet lose if the scale-up process has not ended. Our rule of thumb was that the scale-up process has not yet ended if the response time is over 1000ms. Note that this technique applies both to the discrete and the adaptive policy.

Identifying when the scale-down process has ended is much more complicated. The basic technique is to send a small burst of traffic (small enough not to trigger the scaling mechanism), and to send in parallel probe packets to measure the response time. The impact of the extra load will be immediately noticed in the response time (in our experiments it was noticeable in less than 5 seconds).

In a pure adaptive policy, all the extra machines can be up or down; it is never the case that only some remains up or down. If the response time is smaller than 1000ms, then all the extra machines are still up; otherwise, the scale-down process has ended. But under the discrete policy, scale down is a continuous process in which the extra machines are gradually shut down. This makes things more difficult for the attacker, who first must learn the response time when there is a burst in the load but no extra machines. The attacker can check this before launching the attack. This is part of our future work.

VII. DEFENSE STRATEGIES FOR THE YO-YO ATTACK

One obvious remedy is to mitigate the "DDoS attack parts" in the Yo-Yo attack, i.e., identify the fake requests, using a DDoS scrubber that filters out the attack. Handling Yo-Yo attacks also requires that adjustments be made toscrubber solutions, since they would need to be able to analyze and identify attacks that come in waves, even short ones. Moreover, for some dynamic DDoS attacks it is very difficult to identify and filter the malicious traffic.

Here, we focus on auto-scaling configuration changes that can be used to further decrease the effect of the attack.

- **Scaling configuration** - Scale up early, Scale down slowly: Performance damage can be reduced by early scale-up. A closer look at the model of the attack shows that warming time plays a major role in the damage, especially in the discrete model. During the scale-up warming time, the user pays for the extra machines but they do not help cope with the load. Thus one effort should be to minimize the warming time. Intensive efforts have been made to reduce that warming time [21] but this is a challenging task, due to the time required (several minutes) for the application to setup.

An additional option is to keep some unused capacity available for quick response. Under this approach the user pays for the unused machines all the time. Another option is not to rush to scale down the machines immediately after the attack stops. In other words, the idea is to configure a longer $I_{down}$. This is also part of the recommendation of Amazon [7], due to the evidence that many attacks come in waves. We note that in the Google cloud, scaling operations are adaptive and the autoscaler has a fixed scale-down delay of 10 minutes built-in. From a discussion with several cloud users, we learned that many of them have configured $I_{down}$ to be much longer than $I_{up}$, in order to handle DDoS attacks that come in waves. We note that while it was known that there are DDoS attacks that come in waves, it was not known that auto-scaling could be used by an attacker to further increase the damage.

The phrase "scale up early, scale down slowly" appeared in Netflix’s recommendation [28] for auto-scaling in Amazon’s EC2 environment but not in the context of attacks. This solution does reduce the performance damage, but increases the economic damage. Figure 8 shows a simulation of the Yo-Yo attack on such an environment.

- **Restrictions** - Limiting the resources:

In order to avoid unexpected expenses, it is possible to set the maximum number of machines allowed to scale and limit the system resources. However, resource limitation also restricts the autoscaler operating range and may cause denial of service, so attention is required when
employing this strategy.

To conclude, there is a trade-off between paying for high service cost (while scaling down slowly) or suffering low performance (while limiting resources). System administrators can configure their systems in accordance with what they are willing to compromise.

VIII. CONCLUSIONS AND FUTURE WORK

In this work, we shed light on the potential of exploiting the auto-scaling mechanism to perform an efficient attack, Yo-Yo attack, that impacts the cost and the performance. We discuss various auto-scaling parameters and their influence on the damage inflicted by the Yo-Yo attack.

An open question is how to fully cope with Yo-Yo and similar attacks that leverage the trade-off between DDoS and EDoS in cloud-based services. We proposed some preliminary thoughts on this complex issue.

The trend of virtualization and cloud services also impact the area of network services, which are part of the Network Function Virtualization (NFV) revolution. Part of the promise of NFV is that network services, among them middleboxes, will enjoy the auto-scaling property. Our work shows that the auto-scaling feature is vulnerable to attack, and that special care should be taken to prevent attacks in the NFV scenario where Yo-Yo attack will harm crucial network services.
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